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a b s t r a c t 

People are pleased with the great wealth of products in online stores. However, it is more and more 

difficult for people to choose their favorite products in an online store. Thus, recommendation systems are 

necessary to provide useful suggestions and selections. A user’s choice is not only influenced by his/her 

interests, but also by the ratings of others. In this paper, we propose a Rating LDA (RLDA) Model for 

collaborative filtering by adding rating information to the Latent Dirichlet Allocation (LDA). User behavior 

is not independent; it follows the trend of others. Therefore, we assume that for similar interests, the 

higher the proportion of high ratings, the more popular the items. We perform experiments on two real 

world data sets: MovieLens100k and MovieLens1M. Results show that, in terms of F1 score, our proposed 

approach significantly outperforms some baseline methods. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

With the rapid growth of Internet information, individual pro-

essing capacity has become overwhelmed. Thus, recommender

ystems are necessary to help alleviate the problem of informa-

ion overload. On one hand, recommender systems help consumers

nd their favorite products; on the other hand, they help retail-

rs increase sales. These systems have found success in many e-

ommerce applications, such as Taobao.com and Amazon.com. 

Collaborative Filter (CF) and content-based filtering are two

trategies widely used in recommender systems for recommend-

ng items to users. CF has a wider application because it makes

redictions by using only user-item interaction information with-

ut additional information or domain knowledge. The key idea of

he CF is that users who have had similar preferences in the past

re likely to have similar preferences in the future [ 16 , 34 ]. 

Model-based approaches, such as Singular Value Decomposition

SVD) [35] , matrix factorization [19] , Bayesian Networks [6] , and la-

ent factor models [ 5 , 15 ], use statistical models to learn user inter-

sts from user-item rating information and make predictions from

he trained model [26] . 

In all the CF algorithms, matrix factorization methodology

19] is undoubtedly the most popular. Recommendation systems,

y using the matrix factorization method, extract a set of latent

actors from the comment mode and describe the user and item

hrough these factors’ vectors. When there is a match between the
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urrent user and some items in these factors, the recommendation

ystems will recommend these items to this user. 

Memory-based algorithms show good accuracy performance,

ut they cannot handle scalability and the sparsity of data prob-

ems. To solve the data sparsity problems, many model-based CF

ethods have been proposed [ 31 , 38 ]. Model-based CF techniques

im at building a model to represent user rating data and use

hat model to predict user preference for a specific item. For ex-

mple, Singular Value Decompositon (SVD) [3] obtains the main

actors to reduce dimensionality. Hofmann converts the Latent Se-

antic model from information retrieval to Collaborative Filtering

15] . These models not only reduce the dimensions of the user-

tem matrix and smooth out the noise information, but also help

he algorithm alleviate data scalability [41] . 

Recently, Latent Dirichlet Allocation (LDA) has been developed

or recommendation systems. Some scholars apply LDA to review

exts to obtain additional information for recommendation sys-

ems. For example, McAuley and Leskovec [29] first mined user in-

erests from product reviews by using LDA and then combined ma-

rix factorization to predict the unknown item ratings [29] . Wilson

t al. [40] utilized LDA to infer the latent properties of items from

heir textual descriptions and then calculated users’ preferences or

ersona in the same latent topic space based on historical rat-

ngs. However, these methods rely on additional text information

nd can not be applied to the situation without text data. Others

sed LDA for collaborative filtering directly. For example, Liu et al.

25] achieved the proposed enhancing of collaborative filtering by

sing the LDA to mine user interests [25] . Zhao et al. [43] used

DA to learn the probability that a user rates an item [43] . These

ethods can be easily applied to collaborative filtering. 

http://dx.doi.org/10.1016/j.knosys.2016.07.020
http://www.ScienceDirect.com
http://www.elsevier.com/locate/knosys
http://crossmark.crossref.org/dialog/?doi=10.1016/j.knosys.2016.07.020&domain=pdf
mailto:xiuzezhou@gmail.com
mailto:zhouxiuze@foxmail.com
mailto:wsx1009@163.com
http://dx.doi.org/10.1016/j.knosys.2016.07.020
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1 http://gibbslda.sourforge.net 
The above approaches capture the hidden connection between

users and items. Because there is a latent correlation between

some items, there is a certain probability the items will appear

together. The most famous example involves diapers and beer. Al-

though there is no direct link between diapers and beer, a gro-

cery store observed that people who buy diapers also buy beer,

but there is no direct link between diapers and beer. We use prob-

abilistic models to capture the potential association between com-

modities. 

The main disadvantage of the LDA model is it does not consider

the impact that rating information has on recommendation sys-

tems. These models consider only whether or not a user buys the

item; they neglect an important factor-rating information. Thus,

these models cannot infer distribution over their ratings. To deal

with this problem, after using the LDA model, Liu et al. [25] pro-

posed iExpand to predict rating scores by using the Pearson Corre-

lation [25] . However, the accuracy of ratings seriously depends on

the number of neighbors. Likewise, Zhao et al. [43] proposed a Hy-

brid approach of Topic Model and Matrix Factorization (HTMMF)

by using SVD ++ [18] to predict rating scores [43] . This approach

improves LDA by using rating behavior to simulate user generated

ratings in its first step. However, this step does not consider rating

information. Instead, the rating prediction depends entirely on the

second step of SVD ++ . 

Traditional approaches work well on the user-item rating data

for the prediction of item rating. However, accurate rating pre-

diction does not always result in good recommendation effects

[ 8 , 24 , 42 ]. Thus, many scholars now regard the recommendation

problem as a ranking problem [ 20 , 24 , 39 ]. They model user’s in-

terests only on set of items rather than predict the ranking of the

items’ ratings. 

However, rating information is an indispensable factor in rec-

ommender systems; recommendation systems rely on users’ feed-

back, especially product reviews and ratings [29] . Item rating infor-

mation is helpful to improve model performance. The rating trend

from previous users strongly infulences current users. For example,

when we want to see a film, we will first choose our favorite movie

subject. Then, we choose our favorite movies within this subject.

But, when we are interested in more than one movie, we tend to

choose the film rated higher by other people. 

In this paper, we propose a probabilistic latent interest model.

To consider the impact of ratings when a consumer selects an item,

we incorporate rating information into the LDA model. A user’s

choice is not only influenced by his/her interests, but also by the

ratings of others. The key idea of the RLDA model assumes that,

under similar interest, the higher the proportion of high ratings,

the more popular the items. 

Compared with previous works, the main difference of our

model is our model views the ratings and items not separately, but

as a whole, resulting in not only retaining rating information, but

also reducing the calculation steps. In particular, the proposed al-

gorithm can not only predict the unknown item ratings, but also

get user’s interest distribution. It is worth noting that our model

views the recommendation problem as a ranking problem. 

The rest of the paper is organized as follows: Section 2 briefly

reviews the background and some related work. Section 3 presents

our proposed model in detail. Section 4 introduces the parameter

estimation of our model. Section 5 describes experimental settings

and results on Movielens data sets to show the performance of our

model. Section 6 gives the conclusion and future work. 

2. Related work 

Before presenting our RLDA model, we briefly review the back-

ground and some related work about Collaborative Filtering and

the LDA model. 
Recommender systems have been widely used in many appli-

ations for recommending items to users, such as e-commerce

 14 , 22 , 36 ], online news recommendations [ 17 , 23 ], and online

ovie recommendations [ 12 , 21 ]. Recommender systems have also

een successfully adopted for e-business and e-government appli-

ations [ 27 , 37 ]. 

Generally, recommender systems are divided into two basic

ypes: Collaborative Filtering (CF) and Content-based recommen-

ation. The former finds similar users in some groups that have a

ommon interest and then recommends items according to similar

ser preferences. The latter system learns user’ interests from the

elevant characteristics of the items that the user commented on

n the past and then recommends to the user the items that are

imilar to his previous favorite items. 

Collaborative Filtering (CF). CF uses information about simi-

ar user behavior to make recommendations. Besides avoiding the

eed for collecting extensive information about the items and

sers, CF requires no domain knowledge and can be applied easily

cross different recommender systems [7] . 

CF algorithms compute the similarity among users or items by

sing a user-item rating matrix. First, many CF approaches com-

ute the similarity among users by comparing rating vectors using

osine Similarity and Pearson Correlation [13] . Then, the CF algo-

ithms generate predictions by computing a weighted average of

he votes of similar users (or similar items) [ 30 , 34 ]. 

Model based algorithms use the collection of training data to

earn a model first and then use the model to generate pre-

ictions instead of directly manipulating the original database

 9 , 10 , 32 , 33 , 41 ]. 

Latent Semantic models including probabilistic Latent Sematic

nalysis (pLSA) and LDA, are generative probabilistic models from

ollaborative filtering. SVD approaches, as a Singular factor, the

ighly relevant items that appear together and breaks down the

ector into small order approximation matrixes. The key idea of

he latent factor model assumes that the similarity among users

nd items is discovered by lower-dimensional data. 

.1. Latent Dirichlet Allocation 

The LDA model is a probabilistic generative model that places

bjects with similar characteristics into one group. The LDA model

as been widely applied to many fields, such as, text topic analysis

omputer vision, gene sequence recognition and social networks

4] . In recent years, LDA has also been applied to recommendation

ystems [ 25 , 29 , 40 , 43 ]. 

LDA’s probabilistic graphical model is represented in Fig. 1 (a).

rom the perspective of collaborative filtering, documents, latent

opics, and words are viewed as users, hidden interests, and items,

espectively [25] . Items usually occur simultaneously under user

idden interests, just as some words occur simultaneously in doc-

ments under latent topics. 

In Fig. 1 (a), M represents all users. M u represents all items rated

y a user, u , chosen from M. K represents the number of interests.

and � are the Dirichlet distributions of the models, and α and

are their corresponding two hyper-parameters, respectively. 

When choosing an item, i , a user, u , first chooses what he/she is

nterested in from a multinomial distribution over �u . Then he/she

hooses an item, i , from a multinomial distribution over items �t 

nd, using the collapsed Gibbs sampling algorithms 1 to estimate

hese posterior distributions, obtains the distribution of � and �: 

u,t = P ( t| u ) = 

C M,K 
u,t + α

∑ K 
t=1 C 

M,K 
u,t + K · α

http://gibbslda.sourforge.net
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Fig. 1. Two probabilistic graphical models. (a) LDA model and (b) RLDA model. In those figures, shaded and unshaded variables denote observed and unobserved variables, 

respectively. The arrow denotes the conditions of dependency between two variables, and the plate denotes the number of samplings. 
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Algorithm 1 The generative process of RLDA modeling. 

Input: U, I, K, R 

for each interest t ∈ T do 

draw a distribution over items: 

�t ∼ Dir( β) 

draw a distribution over ratings: 

�t ∼ Dir( λ) 

for each user u ∈ U do 

for each intem i ∈ I do 

assign an interest t given the u: 

t ∼ Mul( �u ) 

draw an item from the chosen interest: 

i u, t | t ∼ Mul ( �t ) 

draw a rating from the chosen interest: 

r u, t | t ∼ Mul ( �t ) 
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P

�t,i = P ( i | t ) = 

C K,N 
t,i 

+ β
∑ N 

i =1 C 
K,N 
t,i 

+ N · β

here M, N and K represent the number of users, items and latent

nterests, respectively. C M,K 
u,t represents the number of interests, t,

ssigned to user, u . C N,K 
t,i 

represents the number of items, i, assigned

o interest, t . 

Finally, we obtain the probability of user, u, choosing an item,

 : 

 ( u, i ) = 

K ∑ 

k =1 

P ( I i | t = k ) · P ( t = k | U u ) = 

K ∑ 

k =1 

�t,i · �u,t 

. The Rating LDA model 

In this section, we present our model in detail. 

Ratings are a very important factor for enabling recommenda-

ion systems to recommend products to consumers. Rating dis-

ribution on a particular item will affect a consumer’s decision

hether or not to buy an item. Benjamin Marlin proposed a User

ating Profile (URP) model, which incorporates semantics at the

ser level to obtain the user rating profile distribution [28] . Liu

t al. introduced LDA to improve CF algorithms [26] . The three lay-

rs of LDA represent user, interest, and item in user-item rating.

hen Liu et al. used the neighborhood-based method, which com-

utes the Pearson correlation of expanded interests in a vector to

redict the rating of items. Zhao et al. used the SVD ++ to compute

n item’s rating [43] . 

We assume that a user’s decision to buy an item not only de-

ends on whether he/she is interested in, but also depends on how

any users like it. The ratings of users are not expected to be in-

ependent. The rating trend from previous strongly infulences cur-

ent users. When considering items, if a user is interested in more

han one, he/she, following the trends of similar rating behavior,

ould most likely choose the item that most people like. Thus, the

atio and distribution of each partial score have a significant im-

act on which item the user will choose. 

RLDA extends the previously proposed LDA for collaborative fil-

ering by adding rating information to LDA. A diagram of the RLDA

odel is given in Fig. 1 (b). In the diagram, K, R and M repre-

ent the number of interests, rating levels and users respectively.

tem and rating information are observed from the user-item ma-

rix. � and � represent a multinomial distribution over ratings un-

er specific-interest. � represents a multinomial distribution over

tems under specific-interest. α, β and λ represent the symmetric

irichlet prior of �, � and � respectively. 
The key idea of the RLDA model assumes that, in a similar in-

erest, the higher the proportion of high ratings, the more popular

he item. 

The generative process of the RLDA model is defined in

lgorithm 1 . First, the model samples the interest, rating-interest,

nd user-interest distributions according to three Dirichlet hyper-

arameters. Then, for each item rated by the user, the user first

hooses an interest, t . Based on t , item, i , and rating, r , are gener-

ted independently. 

The main difference between the RLDA and the previous ap-

roach (iExpand and HTMMF) is that we add the rating informa-

ion directly to our model, rather than calculate it separately. 

. Parameter estimation 

To evaluate our proposed approach, we perform experiments

n Movielens data sets. Then, we present experimental results and

nalyze the effectiveness of those approaches in comparison with

ther baselines, LDA, iExpand, SVD_Pure and SVD_Neib. 

The three parameters, user interests ( �), interest items ( �) and

nterest rating ( �) are intractable latent variables for obtaining

he exact parameters. Therefore, we choose the collapsed Gibbs

ampling algorithm to estimate these posterior distributions. Gibbs

ampling, a simple and effective algorithm to estimate parameters

n the LDA family, is a special form of the Markov chain Mote Carlo

MCMC) [11] . 

Based on the independent assumptions in the RLDA model, the

oint distribution of interests, items and ratings is defined as fol-

ows: 

 ( t, i, r| α, β, λ) = P ( t| α, β, λ) · P ( i, r| α, β, λ) 

= P ( t ) · P ( i | t ) · P ( r| t ) = �t · �t,i · �t,r 
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In in RLDA model, α, β and λ are Dirichlet priors. �, �, and

� represent multinomial distributions sampled from the Dirichlet

distribution. We must estimate the models’ three latent variables

and derive their conditional probability for the current state j, i.e. 

P 

(
T k j , I 

i 
j , R 

r 
j 

∣∣U 

u 
j , α, β, λ

)
∝ 

n 

t 
u, − j 

+ α
∑ T 

t=1 n 

t 
u, − j 

+ T · α
·

n 

i 
t, − j 

+ β
∑ N 

i =1 n 

i 
t, − j 

+ N · β

·
n 

r 
t, − j 

+ λ
∑ R 

r=1 n 

r 
t, − j 

+ R · λ
where, the notion T k 

j 
, I i 

j 
, R r 

j 
and U 

u 
j 

represent the k th interest, the

i th item, the r th rating, and the u th user, respectively. T, N, and R

represent the number of interests, items, and ratings, respectively.

The notations n t 
u, − j 

, n i 
t, − j 

and n r 
t, − j 

represent the number of inter-

ests assigned to user, u , the number of items assigned to interest,

t , and the number of ratings assigned to interest, t , respectively.

Finally, we obtain the parameters of �, �, and �: 

�u,t = 

n 

t 
u + α

∑ T 
t=1 n 

t 
u + T · α

�u,t = 

n 

i 
t + β

∑ N 
i =1 n 

i 
t + N · β

�u,t = 

n 

r 
t + λ

∑ R 
r=1 n 

r 
t + R · λ

After we determining the model parameters, we infer P(i,r|u)

and then rank the items for a given user according to P(i,r|u). 

5. Experiments 

In this section, we describe the experimental settings in detail. 

5.1. Data set 

To present our model’s performance, we performed experi-

ments on two public data sets: MovieLens100K and MovieLens1M.

These two data sets are collected, and the movie rating data sets

are made available from the MovieLens web site 2 . The Movie-

Lens100K data set consists of 10 0,0 0 0 ratings from 943 users and

1682 movies. On average, each user watched 106 movies. The

MovieLens1M data set consists of 10 0 0,0 0 0 ratings from 6040

users and 3952 movies. On average, each user watched 166 movies.

The data sets are randomly divided into 80% training data and 20%

testing data. 

5.2. Baseline approaches 

We compare the proposed RLDA model with four mode-based

approaches as follows: 

• LDA: View the item as the word, and review the user as the

document to ascertain the P(I|U) for recommendation. 

• iExpand: The first step is based on the LDA model, and the sec-

ond step uses the Cosine Similarity on expanded user interest

to predict the unknown rating [25] . 

• SVD_Pure: The training user-item matrix is decomposed into

three component matrixes with f features: R f = U f · S f · V T 
f 

.

Then, three component matrixes, U f , S f and V T 
f 

are used directly

to predict the unknown rating. 

• SVD_Neib: First, we use the SVD approsach on the training

user-item matrix. Then, we choose the Cosine Similarity on

users (KNN = 20) to predict the unknown rating. This method is

now the state-of-the art method for regular CF tasks, and was
used by the winner of the Netflix prize [ 1 , 2 ]. 

2 http://movielens.org 

f  

t  

a

.3. Parameter setting 

For all expoerimtents with the LDA family models, we fixed the

yper-parameters, α and β , at 50/T and 0.001, respectively, and set

at 0.01 for RLDA. We ran the Gibbs sampling for 10 0 0 iterations.

he number of interests is set from 10 to 300 on the MovieLens

ata sets. 

For the SVD family, we set the number of nearest neighbor be-

ween users at twenty (KNN = 20–50 is an ideal parameter setting

ccording to Koren’s research), and set the latent factor space of

imensionality, f , from 10 to 300. 

For all experiments, we randomly ran ten times. Finally, we ob-

ain the TOP-N ( N = 10) list for recommendations. 

.4. Performance evaluation metrics 

The Mean Absolute Error (MAE) and the Root Mean Error

RMSE) characterize prediction accuracy. However, a low prediction

rror does not mean a high recommendation quality. For example,

or a test score of 4, prediction scores of 5 and 3 have the same

rediction error, but their position on the recommendation list is

ifferent from that of a Five-point scale system. Thus, the TOP-N

ecommendation performance is more meaningful for recommen-

ation systems. We choose the F1 score to evaluate the perfor-

ance of all algorithms. 

• Precision: the ratio of the number of relevant items (hits) on

the TOPN list to N. 

• Recall: the ratio of the number of relevant items (hits) on the

TOPN list to the number of test data of u . 

• F1 score: harmonic mean of precision and recall 

precision = 

hits 

N 

recall = 

hits 

| T es t u | 

F1 = 

2 × precision × recall 

precision + recall 

here N is the number of TOP-N items on the recommended list.

 Test u | is the number of test data from u . The higher the F1 score,

he better. 

.5. Results and analysis 

To empirically evaluate RLDA quantitatively, we performed ex-

eriments on real world data sets and compared our model with

aselines. 

For the number of interests or latent factors ranging from 10

o 300, the F1@10 of these approaches on the MovieLens100K and

ovieLens1M data sets is shown in Fig. 2. 

RLDA5 indicates that RLDA recommends the items, ranked by

heir rating probability, that have a rating of five. Similarly, RLDA m -

 indicates that RLDA recommends the items, ranked by their rat-

ng probability, that have a rating from m to n . 

From the experimental results, it is seen that the number of in-

erests or latent factors affects the performance of every approach,

specially the SVD_Pure approach. On one hand, because too small

 value of k causes these approaches to be under-fitted,when the

alue of k is very small (less than 60), these approaches all per-

orm well as the value of k increases. On the other hand, because

 large value of k causes these approaches to be over-fitted, when

he value of k is large, as the value of k increases, the performance

or all of these approaches worsens. Consequently, to achieve op-

imum recommendation performance, it is essential to choose an

ppropriate value of k for the approaches. 

http://movielens.org
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Fig. 2. The changes of F1@10 for MovieLens100K and MovieLens1M when k increases from 10 to 300. We can find the proposed RLDA model outperforms the other 

approaches under different k. Moreover, RLDA model has a much better performance than other approaches especially when k is large. 
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From Fig. 2 , the results indicate that, in most cases, our pro-

osed method performs best. As the number of interests/latent

actors increases, RLDA mimics SVD_Neib, and both perform sig-

ificantly better compared with the other approaches, especially

hen the number of interests/latent factors is large. But, the per-

ormance of SVD_Neib is differnent with a different number of

eighboods. An increase in the number of interest/latent factors

as little effect on the F1@10 results of RLDA and SVD_Neib, but

thers drop sharply. A large number of interests/latent factors leads

o the over-fitting of SVD_Pure; however, SVD_Neib is very robust

ecause it strengthens its generalization ability by adding a neigh-

orhood to SVD. The performances of LDA and iExpand mimic each

ther because iExpand, based on the LDA model, is limited by the

DA performance. 

From Fig. 2 , we also see that the performance of MovieLens100k
s better than that of MovieLens1M. The reason is the data of the 
atter is more sparse than that of the former. The rating matrix

ensities of MovieLens100K and MovieLens1M are 6.3% and 4.2%,

espectively. All of these models suffer from a data sparsity prob-

em. As a result, the experimental results indicate that our model

s more stable than the baseline approaches. 

For the number of interests or latent factors (k) ranging from

0 to 300, the Precision and Recall of these approaches on the

ovieLens100K data sets is shown in Fig. 3 . We find that the pro-

osed RLDA model outperforms the other approaches under dif-

erent k. Moreover, the Precision, Recall and F1@10 of these ap-

roaches mimic each other. 

Fig. 4 shows the performance of the RLDA family for

he MovieLens100k and MovieLens1M. Regarding the F1 score,

rom Fig. 4 we see that F1(RLDA5) < F1(RLDA4-5) < F1(RLDA3-

) < F1(RLDA2-5) < F1 (RLDA1-5). These curves are similar to each
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Fig. 3. The changes of Precision and Recall for MovieLens100K when k increases from 10 to 300. 

 

 

 

 

 

 

 

a  

t  

i  

p  

e  

c  

m

other. Furthermore, from the bottom up, the gap between any two

curves decreases. Thus, we conclude the following: 

1. Ratings do affect the recommended accuracy; 

2. The approach that considers rating information achieves a

higher accuracy than that without considering rating informa-

tion; 

3. The lower the score, the fewer the number of items recom-

mended, but the recommendation accuracy still improves; 

4. Recommending the highest rating does not result in the best

recommended accuracy; 
5. Users are interested in some items with a lower rating if these

items fall in the users areas of interest; 

Then, we futher compared our approach with other baseline

pproaches with different aparsity level under different latent fac-

or/interests. We choose two cases, k = 10 and k = 100, represent-

ng the small and large value of the latent factor/interests. A com-

arision between our method and baselines is given in Fig. 5 . For

xample, the training set ratio (%) 20 denotes that we randomly

hoose 20% of all user-item rating data for training and used re-

aining 80% for evaluation. 
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Fig. 4. The changes of F1@10 of RLDA family for MovieLens100K and MovieLens1M when k increases from 10 to 300. We can find the RLDA1-5 model outperforms the other 

approaches under different k. Recommended items with lowest rating will reduce the recommendation accuracy. 
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As the latent factor/interests increases, the values of RLDA1-

 and iExpand increase. Other methods do not change signif-

cantly. Because the Movielens100k data set it is very sparse.

he data sparsity problem seriously affects the performance of

hese methods, especially the LDA, SVD_Pure and iExpand meth-

ds. When the training set ratio (%) is large than 60, the SVD_Neib

ethod performs better than the RLDA1-5 method under the la-

ent factor/interests k = 10. Hoever, the RLDA1-5 method performs

etter than the SVD_Neib method, in most case, when the la-

ent factor/interests k = 100. For both approaches, increasing the

ser-item rating data significantly improves their accuracy. For

LDA1-5, the probability remains constant that a latent link ap-

ears more stable. For SVD_Neib, increasing the user-item raing

ata adds additonal neighbors, resulting in improved prediction

ccuracy. 
p  
. Conclusion 

This paper proposed a novel model, Rating LDA (RLDA) model,

or collaborative filtering, which extends the existing LDA model

y adding rating information. The RLDA model for collaborative fil-

ering provides a relatively simple probabilistic model to explore

he relationships between users, interests and ratings. Item rating

nformation, crucial for recommendations, helps improve the LDA

odel’s performance. The rating trend from previous users pro-

ides strong guidance for current users. 

We conducted experiments on two real world data sets, Movie-

ens100K and MovieLens1M. The results demonstrated that the

LDA model not only achieves better TOPN item recommendations

han the other baseline approaches, but also simultaneously ob-

ains the user’s rating information. Furthermore, our model is sim-

le, easy to implement, and scales up well. The experimental re-
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Fig. 5. The value of F1@10 of all approaches on MovieLens100K data set when the training set ratio (%) x increases from 20 to 80. 
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sults show that one system cannot obtain the highest accuracy by

recommending only the items with the highest scores. Likewise,

although the recommendation systems recommend to users items

with a minimum score, it is still possible to improve the accuracy.

Consequently, choosing a suitable recommendation rating is essen-

tial for a recommendation system. 

In future work, we will further develop our model by adding

some extra information to obtain recommendations with higher

accuracy. Because many models now are unable to capture the

latest changes in user preferences over time, in future work,

we will consider parallel processing for the online recommender

systems. 
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